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Data Collection Data Storage

Data Preparation

ML Techniques Data Presentation

The ML Pipeline

(9 component parts)



Differences in this pipeline: Big Data

Machine learning can 
sometimes work on 

‘small data’ and 
‘business data’ BUT 

techniques are 
optimized for big data 

(plus sensor data)

This effects all aspects 
of the pipeline –

collection, storage, 
cleaning and prep, 
presentation. For 

starters, manual is 
usually no longer an 

option!

Easy to stand up an 
ad-hoc pipeline in R 
BUT will this scale 
to a professional 

level?

To be able to 
champion these 
considerations in 

your organization, 
you must 

understand how 
ML analysis works



ML/AI A Very Quick 
Tool Discussion



Things to think 
about when 
you select 
analysis tools

A. Capability: What is their 
functionality + performance –
do they have all the 
techniques, do they have the 
processing power

B. Integration: How do they 
connect to other parts of your 
pipeline

C. User-Experience: What is the 
user experience like – what 
background/level of expertise 
do you need to operate this 
tool, how easy is it to use this 
tool? 

D. Cost – short and long term



Tool for 
Machine 
Learning 
Analysis

R packages
Python modules

R will 99.99% guaranteed have any machine learning 
technique you want (no matter how esoteric!) for free. 
Python probably will have most as well.

They will also have hooks into more niche/sophicated
options (e.g. tensorflow pytorch)

Other tools will say they have machine learning 
implemented. This typically means one of a few things:

• You can embed R or Python into their tool
• They have implemented a small representative 

selection of available ML techniques (e.g. k-means 
clustering algorithm but not DB-scan, EM-clustering, 
etc.)



ML/AI Methods



Machine 
Learning?



Human Learning

• Supervised: we give you some examples, you learn from 
them

• Unsupervised: you learn on your own, based on what you 
experience

• Reinforcement: The environment is your teacher
All of these activities require a lot of data!

Presentation title here 10



Conceptual 
Model
The result of our learning is a 
concept or set of concepts that 
we can use when we encounter 
new situations



Machine Learning
• Supervised techniques:

• Classification
• Value Prediction (Regression)

• Unsupervised techniques:
• Association rules
• Clustering (Novel Categories + 

Concepts)
• Reinforcement Learning

These output a model (black box?) that can 
be used to process new data



Machine Learning 
Practicalities

Just as is the case with 
humans, data science / 
machine learning 
techniques often need a 
large amount of the right 
kind of data to be 
successful



Classification



Decision Tree 
Classifiers

62% are male aged >=6.5. Of those, 83% are ‘green category’. 



Decision Tree 
Classifiers



Examples: Classification



ORIGINAL ARTICLE

Profiling Arthritis Pain with a Decision Tree

Man Hung, PhD; Jerry Bounsanga, BS; Fangzhou Liu, MS; Maren W. Voss, MS
Department of Orthopaedics, University of Utah, Salt Lake City, Utah, U.S.A.

& Abstract

Background: Arthritis is the leading cause of work disability
and contributes to lost productivity. Previous studies showed
that various factors predict pain, but they were limited in
sample size and scope from a data analytics perspective.
Objectives: The current study applied machine learning
algorithms to identify predictors of pain associated with
arthritis in a large national sample.
Methods: Using data from the 2011 to 2012 Medical
Expenditure Panel Survey, data mining was performed to
develop algorithms to identify factors and patterns that
contribute to risk of pain. The model incorporated over 200
variables within the algorithm development, including
demographic data, medical claims, laboratory tests, patient-
reported outcomes, and sociobehavioral characteristics.
Results: The developed algorithms to predict pain utilize
variables readily available in patient medical records. Using
the machine learning classification algorithm J48 with 50-
fold cross-validations, we found that the model can signifi-
cantly distinguish those with and without pain (c-
statistics = 0.9108). The F measure was 0.856, accuracy rate
was 85.68%, sensitivity was 0.862, specificity was 0.852, and
precision was 0.849.
Conclusion: Physical and mental function scores, the ability
to climb stairs, and overall assessment of feeling were the
most discriminative predictors from the 12 identified vari-
ables, predicting pain with 86% accuracy for individuals with
arthritis. In this era of rapid expansion of big data applica-
tion, the nature of healthcare research is moving from
hypothesis-driven to data-driven solutions. The algorithms

generated in this study offer new insights on individualized
pain prediction, allowing the development of cost-effective
care management programs for those experiencing arthritis
pain. &

Key Words: arthritis, pain, big data analytics, data mining,
predictive analytics

INTRODUCTION

Loss of productivity and permanent work disability can
be caused by physical limitations that result from pain.
The cost of pain in both increased healthcare costs and
lowered work productivity has been estimated in a 2008
U.S. sample to range from $560 to $635 billion.1 Prior
research has linked associations among pain, arthritis,
and productivity2,3 and the Centers for Disease Control
and Prevention reports that 80% of those with arthritis
will have pain-related limitations in movement, with
14% requiring routine needs assistance.4,5 Varying
levels of pain are present in many different types of
orthopedic conditions, such as arthritis, back pain, and
other musculoskeletal problems.2,3 Economically, the
United States spends close to $80 billion on arthritic
conditions in addition to $47 billion lost in consumer
earnings.6 Increased mortality rates, myocardial infarc-
tion, work disability,7,8 fatigue,9 and poor mental
health10–15 make arthritis and the pain it creates an
important public health concern.

A number of studies have investigated pain in
arthritis patients,2,3 yet most of them do not include
nationally representative samples. Most of our knowl-
edge about pain in arthritis patients is from very limited
samples with limited generalizability of the results.
These studies have found that pain in arthritis is
associated with age, smoking, body mass index (BMI),
diabetes, and high blood pressure.16 Research
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Decision Tree Case Study



Unsupervised 
Learning Techniques
• Automated behaviours vs intelligent 

behaviours
• Supervised: we give you some examples, 

you learn from them

• Unsupervised: you learn on your own, 
based on what you experience

• Unsupervised techniques:
• Association rules
• Recommender engines
• Novel categories (clustering)



Example: Clustering



Clustering Case Study
Detecting Alzheimer’s Disease

• Mild cognitive impairments (MCI) are a known to be a 
risk for factor for development of Alzheimer’s Disease

• MCI are accompanied by changes in brain structure
• But which changes indicate that people will go on to 

develop Alzheimer’s?
• A number of different data science techniques applied to 

MRI data: Support Vector Machines, Bayesian 
Statistics, Voting Feature Intervals, Feature Extraction 
and (last but not least) DBSCAN

• DBSCAN is used once voxels that provide high 
information about the classification of the image are 
identified using entropy based measures 

• DBSCAN then groups pixels with similar spatial and 
information levels to determine which parts of the brain 
are the most important for the diagnosis

FMRI highlighting 
some areas of the 
pre-frontal cortex. 



Reinforcement 
Learning Techniques
• Work in progress

• Requires environmental feedback
• Increasingly possible as things become 

more digital

• Still in the research lab stage
• As we increasingly see digitial

transformation this will become more 
prevelant



Example: 
Reinforcement 
Learning



Mixed 
Methods



Anomaly 
Detection

*



Anomaly Detection Case Study
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a b s t r a c t

The energy management of buildings currently offers a powerful opportunity to enhance energy effi-
ciency and reduce the mismatch between the actual and expected energy demand, which is often due to
an anomalous operation of the equipment and control systems. In this context, the characterisation of
energy consumption patterns over time is of fundamental importance. This paper proposes a novel
methodology for the characterisation of energy time series in buildings and the identification of infre-
quent and unexpected energy patterns. The process is based on an enhanced Symbolic Aggregate
approXimation (SAX) process, and it includes an optimised tuning of the time window width and of the
symbol intervals according to the building energy behaviour. The methodology has been tested on the
whole electrical load of buildings for two case studies, and its flexibility and robustness have been
confirmed. In order to demonstrate the implications for a preliminary diagnosis, some unexpected trends
of the total electrical load have also been discussed in a post-mining phase, using additional datasets
related to heating and cooling electrical energy needs.

The process can be used to support stakeholders in characterising building behaviour, to define
appropriate energy management strategies, and to send timely alerts based on anomaly detection
outcomes.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

The increasing penetration of information and communica-
tion technologies in the smart city environment is leading to a
profound transformation of the energy management paradigm in
energy grids and buildings. The energy management of buildings
represents a fundamental task for effectively enhancing energy
efficiency and reducing the mismatch between the actual and
expected energy demand that is often related to incorrect
occupant behaviour or equipment and control system malfunc-
tions [1]. Energy management in buildings plays a key role in
improving energy efficiency, comfort and equipment life, as well
as in reducing energy consumption and operational costs. In this
perspective, Building Automation Systems (BASs) make it
possible to:

(i) collect a large volume of hourly or sub-hourly energy per-
formance data together with the related driving factors (e.g.,
internal and external conditions, occupancy, etc.) [2,3],

(ii) control the operation of building systems [2].
(iii) enable typical energy patterns and the actual operation

modes of the buildings to be identified [3],
(iv) track the operational energy performance of buildings [2,4],

and
(v) evaluate the cost saving achievable as a result of retrofit ac-

tions [3].

Bolchini et al. [5] proposed a descriptive framework that could
be used to characterise the different architectures that can be
implemented in a monitoring system and the strategies that can be
introduced for data collection, which depend on the main objective
that has to be pursued. The control and management of building
energy systems over time, through the implementation of targeted
strategies, can effectively reduce energy consumption and increase
efficiency. Since buildings are inherently unique systems, as far as
the envelope and equipment technologies, operating schedules and
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appropriate lengths and number of time windows to effectively
reduce the energy time series.

The amplitude intervals of the symbols are evaluated through
the aSAX algorithm proposed in Ref. [49], in which the error
induced when transforming the PAA segments into a symbolic
string is minimised through an iterative process that rejects the
equal probability hypothesis. The latter hypothesis is particularly
important, considering that the evaluation of equal probable re-
gions may not be the best choice in some energy and building
applications, in terms of approximation quality of the original time
series. To the best of the authors' knowledge, the aSAX method has
never been used before in this research field.

Unlike the existing literature, after the encoding of the time
series, motif and discord recognition was performed at the single
sub-daily timewindow level by developing predictive classification
models for each time window. The process made it possible to
discover improper building energy management by detecting and
analysing anomalous reduced daily patterns. To this aim, the output
of the process consists of a set of rules and a graphical visualisation
of anomalous observations/trends that deviate from the frequent/
expected energy consumption patterns. In order to demonstrate
the effectiveness of the methodology, the whole process was tested
on two different buildings.

The process was conceived to be general for different types of
buildings and to be useful in the post-occupancy phase so as to
support stakeholders in identifying typical building behaviour,
contextualised with respect to the boundary conditions, and
consequently in defining suitable energy management strategies.
The implementation of this process in building automation systems
could help energy managers automatically detect anomalous
trends in quasi real-time in order to reduce energy waste and,
consequently, the building operating costs during operation.

3. Methodology

In this section, the methodological framework is presented with
the aim of discussing each stage of the process. The methodology is
based on the application of an enhanced SAX transformation,
coupledwith classification and regression trees, in order to perform
an advanced energy consumption characterisation and an anomaly
detection analysis of buildings. The methodology process is per-
formed through a multistep data analytics procedure. The whole
process has been tested on the total electrical energy consumption
data of two buildings which have different end uses. One-year,
hourly/sub-hourly electrical energy consumption data were avail-
able for each building, together with other influencing variables
(e.g., climatic, occupancy data). The general framework unfolds
over several different stages, as shown in Fig. 2.

The first stage is aimed at data preparation. Data pre-processing
is a crucial task to prepare the time series for the load pattern
analysis. At this stage, the energy consumption time series are
analysed in order to identify any missing values and/or punctual
outliers that have to be removed. The second stage of the analysis is
aimed at transforming the energy consumption time series by
implementing an enhanced SAX process. In detail, two preliminary
hypotheses are formulated in different ways from the classic SAX
implementation presented in Section 2. The first hypothesis is
related to the length of the non-overlapping W windows on the
time axis. In the literature, the time windows are generally
assumed to have the same length [21,22,48]. However, this hy-
pothesis could cause a significant loss of information in many ap-
plications, in terms of approximation error of the original time
series. For example, when analysing building energy consumption
data, the symbolic sub-strings have a daily length (i.e., T¼ 24 h),
which constrains the length that each time window can assume if

Fig. 2. e Framework for advanced energy consumption characterisation in buildings and anomalous pattern detection.
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Spotlight on Text Mining



Semantic Parsing

The process of converting a sentence 
in a natural language to a formal 
meaning representation.

Word order and word type/role 
provide the word’s attributes.



Bag of “Words” 
(BoW)

Only the presence (or absence) of 
“words” (stems, 𝑛-grams, sentences, 
etc.) is important. 

Relative frequencies provide infor-
mation (intent, theme, feeling, etc.) 
about the corpus. 

The words themselves are attributes 
of the document.

‘s, 20, added, deflected, Dzingel, 
he, later, lead, Marc, Methot, 

point, seconds, shot, the, to, when



Text 
Processing

Text data requires extensive cleaning and 
processing.

There are a number of challenges due to the 
nature of the data:

§ what is an anomaly in the text?
§ what is an outlier?
§ are these concepts even definable?
§ how do we deal with encoding errors?

Spelling mistakes and typographical errors are 
difficult to catch in large documents, even with 
spell-checkers. 



Text 
Processing

The process can be simplified to some extent with the 
help of regular expressions and text pre-processing 
functions.

Specific pre-processing steps vary depending on the 
problem:

§ tweetish uses a different vocabulary than legalese
§ ditto for a child who’s learning to speak and a 

Ph.D. candidate

As is almost everything else related to text mining, the 
cleaning process is strongly context-dependent.

Note that the order of pre-processing tasks can affect 
results.



Text 
Processing

• “Dzingel added lead deflected 
Marc Methot point shot twenty seconds 
later”
______________________________

added, deflected, Dzingel, later, lead, Marc, 
Methot, point, seconds, shot, twenty



Text 
Processing –
OPTIONS 

Convert all letters to lower case (avoid when seeking 
names)

Remove all punctuation marks (avoid if seeking 
emojis)

Remove all numerals (avoid when mining for 
quantities)

Remove all extraneous white space

Remove characters within brackets (avoid if seeking 
tags)

Replace all numerals with words



Text 
Processing –
OPTIONS 

Replace abbreviations  

Replace contractions (avoid if seeking non-formal speech)

Replace all symbols with words

Remove stop words and uninformative words (language-, era-
and context-dependent)

Stem words and complete stems to remove empty variation
§ “sleepiness”, “sleeping”, “sleeps”, “slept” convey the 

meaning of “sleep”
§ in “operations research”, “operating systems” and 

“operative dentistry”, the stem “operati” 
needs to stand it for different meanings



Text 
Processing

• Phonetic accent 
representation

ya new cah’s wicked pissa!
• Neologisms and 
portmanteaus

I’m planning prevenge?

• Poor translations/foreign 
words

• Puns and play-on-words

• Mark-up, tags, and 
uninformative text

<b>; \includegraphics; 
ISBN blurb

• Specialized vocabulary
clopen; poset; retro 

encabulator
• Fictional names and 
places

Qo’noS; Kilgore Trout
• Slang and curses

skengfire; #$&#!



EXERCISE

How would you process the following bit of 
text? 

“<i>He<i> went to bed at   2 A.M. It\’s way too 
late! He was only 20% asleep at first, but sleep 
eventually came.”



Text 
Representation

Text must be stored to data structures with right 
properties:

• a string or vector of characters, with language-
specific encoding

• a corpus (collection) of text documents (with 
meta information)

• a document-term matrix (DTM) where the rows 
are documents, the columns are terms, and the 
entries are an appropriate text statistic (or the 
transposed term-document matrix (TDM)

• a tidy text dataset with one token (single word, 
n-gram, sentence, paragraph) per row

No magic recipe: best format depends on the problem 
at hand. But this step is crucial, both for semantic 
analysis and BoW.



DTM/TDM 
Representation



Text Statistics

Consider a corpus 𝒞 = 𝑑!, … , 𝑑" consisting of 
𝑁 documents and 𝑀 BoW terms 𝒞 = 𝑡!, … , 𝑡# . 

For instance, if 

𝒞 =
“the dogs who have been let out”,

“who did that”,
“my dogs breath smells like dogs food”

,

then
𝑁 = 3, 𝑑! = “the dogs who have been let out”,
𝑑$ = “who did that”, 𝑑%= “my dogs breath
smells like dogs food”



Text Statistics
The relative term frequency of 𝑡 in 𝑑 is

tf!,#∗ =
# of times 𝑡 occurs in 𝑑

𝑀#

tf!,#∗
𝑡

1
been

2
breath

3
did

4
dogs

5
food

6
have

7
let

8
like

9
my

10
out

11
smells

12
that

13
the

14
who

𝑑
1 1/7 0 0 1/7 0 1/7 1/7 0 0 1/7 0 0 1/7 1/7

2 0 0 1/3 0 0 0 0 0 0 0 0 1/3 0 1/3

3 0 1/7 0 2/7 1/7 0 0 1/7 1/7 0 1/7 0 0 0



Text Statistics

The relative document frequency of 𝑡 is

df!∗ =
# of documents in which 𝑡 occurs

𝑁
=
∑# sign(tf!,#∗ )

𝑁

df!∗
𝑡

1
been

2
breath

3
did

4
dogs

5
food

6
have

7
let

8
like

9
my

10
out

11
smells

12
that

13
the

14
who

1/3 1/3 1/3 2/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3 2/3



Text Statistics

The term frequency – inverse document frequency of 𝑡 in 𝑑 is

tf−idf!,#∗ = −tf!,#∗ × ln df!∗

tf−idf!∗
𝑡

1
been

2
breath

3
did

4
dogs

5
food

6
have

7
let

8
like

9
my

10
out

11
smells

12
that

13
the

14
who

𝑑
1 0.16 0 0 0.06 0 0.16 0.16 0 0 0.16 0 0 0.16 0.06

2 0 0 0.37 0 0 0 0 0 0 0 0 0.37 0 0.14

3 0 0.16 0 0.12 0.16 0 0 0.16 0.16 0 0.16 0 0 0

(coloured values are high 
scoring for a particular 
document (e.g. red = 
document 1)



Text Statistics

If all the documents contain the term 𝑡, then df!∗ =
1 and

tf−idf!,$∗ = −tf!,$∗ × ln 1 = 0
(that terms does not provide information)

If a term 𝑡 rarely occurs in a document 𝑑, 
then tf!,$∗ ≈ 0 and

tf−idf!,$∗ ≈ −0× ln df!∗ ≈ 0.

Terms that appear relatively often only in a small 
subset of documents are crucial to understanding 
those documents in the general context of the 
corpus.



DISCUSSION

• At the analysis stage, it is easy to forget 
where the data comes from and what it 
really applies to.

• Text comes unstructured and unorganized. 
After processing, text is clean, but still 
unstructured. Bag of Words provides a 
framework for a structured numerical 
representation of text.

• How does this affect the choice of text 
statistic in the DTM/TDM?



DEMO WITH TEXT  
DATA



Concluding 
Remarks on 
Machine 
Learning

• The number of available techniques in 
machine learning is growing all the time

• The key is figuring out how to apply these 
techniques to your particular problems or 
questions

• The key to this in turn is:
• Having a very strong understanding of 

the business situation
• Having a decent understanding of the 

functionality and appropriate (and 
inappropriate) applications of these 
techniques

• Having the creativity to connect the one 
to the other


